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1  Scope
1.1 Identification

This System Administrator’s Manual describes the procedures to install, configure and maintain
the Coupled Ocean/Atmosphere Mesoscale Prediction System On-Scene (COAMPS-OSY),
developed by the Naval Research Laboratory (NRL) in Monterey, CA.

1.2 System Overview

COAMPS-OS is an on-scene weather prediction system that incorporates database and
visualization components to support the Navy's Coupled Ocean/Atmosphere Mesoscale
Prediction System (COAMPS”). COAMPS” is a globaly relocatable, non-hydrostatic
numerical westher prediction (NWP) model capable of weather prediction at spatial and
temporal scales of 1-100 km and 0-72 hours, respectively. COAMPS-OS” is comprised of two
Common Operating Environment (COE) segments, COAMPS” and COWEB. The COAMPS-
segment must be installed prior to the installation of the COWEB segment. Documentation
describing the COAMPS” and COWEB segments can be found in Section 2.

The Marine Meteorology Division of the Naval Research Laboratory (NRL) in Monterey, CA is
the primary point of contact for the COAMPS-OS” system.
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3 I nstallation Overview

The COAMPS-0S” system is installed from a CD-ROM. Instructions for installing and
configuring COAMPS-OS” are outlined in the COAMPS-OS" Installation Procedures document
referenced in Section 2.
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4  System Administration Utilities

The COAMPS-OS” Remote Monitor is accessible from the COAMPS-OS” Homepage and
serves as a comprehensive system administration utility for COAMPS-OS”. If installed and
configured properly, the Remote Monitor will send email notifications regarding COAMPS-
OS" data receipt, data dissemination, visualization products, COAMPS-OS" machine status, and
the status of other COAMPS-OS” processes. The COAMPS-OS” system administrator can
respond to any issue that may arise.

A thorough understanding of each facet of the COAMPS-OS” system and related data flow is
necessary to maintain arobust, effective product generator for operational users.
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5 COAMPS-OS" System Passwords and Privileges
5.1 Passwords

Because severa applications may be started from the COAMPS-OS” Homepage, it isimportant
to uphold high security standards in managing the COAMPS-OS” system passwords. The
applications require higher security because they may alter processes and disk usage. Therefore,
care must be taken when assigning, distributing, and changing passwords.

The COAMPS-0S” GUI, Meteogram GUI, IPVS CHARTS, and Vis5D applications are
accessible from the COAMPS-OS”~ Homepage. The applications share a single username and
password. The HPAC and VLSTRACK applications should share a separate username and
password from the other applications. A third username and password should be assigned to
access the World Meteorological Organization (WMO) ingest application. COAMPS-OS”
projects with “_pw” extensions in the project name are password protected using a fourth
username and password.

5.2 Privileges

Before the COAMPS-OS” system becomes fully operational at the site, assign RESOURCE
privileges to MDGRID database to create tables/indices. The steps to assign RESOURCE
privileges are listed below.

1. Onthe TEDS database server, login as user “informix”.
2. Enter the command:

echo “grant resource to coanps | dbaccess nmdgrid_db_ _”
3. Enter the command:

echo “grant resource to coanps | dbaccess nmdremdb_
4. Enter the command:

echo “grant resource to coanps | dbaccess ndllt_db_ ”
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6  Operation/Maintenance Procedures

The following sections provide detailed steps for maintaining the COAMPS-OS" system. Refer
to Appendices A and B for printable worksheets to itemize system maintenance tasks.

6.1 General System Administration Tasks
6.1.1 Routine Tasks Regarding System Status

The following list of tasks is provided to help guide the UNIX system administrator in
developing a schedule for maintaining the COAMPS-OS” system. Each procedure may be
implemented as frequently as the system administrator deems appropriate. However, the tasks
should be performed regularly.

1. Check the network connectionsto verify connectivity:

* pi ng system from other systems.
e pi ng other systems.

The ping command sends packets of formatted data to a remote system and requests a response
from the remote server. If the data packets successfully reach the remote system, and the remote
system responds, the output of the ping command may resemble:

64 bytes from 206.55.233.189: icnp_seq=1 ttl=64 tinme=0.1 ns
A simpler response also indicating that data was received from the remote server is.
<systenr is alive

If the ping command does not return a response, the remote system may be unavailable, or the
network between the local system and remote system may be down.

2. Check for network errorsin the following areas:

e netstat -i (interface)

e netstat -r (routing)

e nfsstat (NFS)

* nsl ookup <systemin | ocal domai n>(DNYS)
* nsl ookup <system outsi de donmai n> (DNS)

The netstat - command displays atable of all available networking interfaces.
The netstat — displays the kernel routing tables.

The nslookup command may be used to map a hostname to an ip address, or map an ip address to
a hostname. An example of the nsl ookup command and output are shown below:
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[ usr/sbi n/ nsl ookup cavu

Server: Dbiolante.nmmnrlnry. navy. m |
Address: 199.9.0.113

Non- aut horitati ve answer:
Nare: cavu. nrlnry. navy. m |
Addr ess: 199.9.2.76

3. Check print queues. | pstat —t

Thel pst at command prints information describing the status of the local print service. The —
option prints all statusinformation. Execution of | pst at —t may yield the following output:

schedul er is running
no system default destination

COAMPS-0S” software does not depend on the Ipd (print daemon); however, the Ipd permits
usersto print contents from aweb-browser or IPVS_ CHARTS.

4. Check mail queues. sendmai | —bp

The COAMPS-OS” Remote Monitor requires sendmail for emailing status reports to the
COAMPS-0S” system administrator. If sendmail is not running or is not properly configured,
the Remote Monitor will be unable to email system status information to users. The sendmail —
bp command prints a summary of the mail queue. The command should produce the following
outpult:

Mai | queue is enpty

5. Check for bounced mail errors, cron errors, and other system problems.
6. Check for mail backupsin the mail queue.

7. Confirm the following daemons are running:

« sendmail (required for COAMPS-GOS" enmil notification)
* in.nanmed

« cron (required for COAMPS-0S” batch job execution)

e« Ipd (required for COAMPS-CS" printing)

* inetd

8. Ensurethefile systems are operating below 90% capacity.
9. Check thefile space (MB) allocated to a single directory.

The du command may be used to determine the space occupied by fileswithin a
directory:
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du -sk <directory_nane>

Pay close attention to the following directories:
. / h/ dat a/ gl obal / COAMPS/ *
. / h/ dat a/ gl obal / CONEB/ *

10. Check for recent system logins using the | ast command.

* Note users login addresses.
* Notelast system boot.

11. Examine the system logs for unusual events, warnings, or errors.
12. Check uptime and load using theupt i me command.
13. Check the process table using the ps —ef command.

* Note that the number of jobsiswithin reason considering the system resources.
* Notethetimeon each job is appropriate.

14, Check the active processes using thet op command.
15. Check for users currently logged into the system using the w command.
Examine the output of the w command for the following information:

e How long each user has been logged in.

e How many usersarelogged in.

« Idle time associated with each user. Large values for the idle time may indicate a stale
connection or auser who has not logged out.

16. Reboot the system periodically.
A system should be rebooted for the following reasons.

» Clear process tables,

* Remove temporary files.

* Rotate the logs (Sun).

* Check hardware integrity.

» Check output of bootup for system errors.

17. Backup system on a consistent basis. (Instructions are detailed in Section 6.1.2.)

6.1.2 Backup Procedures
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A system administrator may incorporate a wide variety of mechanisms to periodically backup a
system. The instructions included in section 6.1.2.1 are included to provide a system
administrator with one potential strategy for backing up a system with COAMPS-OS" software.

6.1.2.1 COAMPS-OS" Backup Strategy

In order to implement the backup strategy provided, obtain a script for the level 5 (differential)
and level 0 (complete) backups. Tapes should be alocated for the COAMPS-OS” system as
specified in Table 6-1. The following directories are associated with COAMPS-OS" and should
be included with any backup of a system:

* /W/COAMPS (COAMPS Server)

* /hW/COWEB (Webserver)

* /h/datal/global/COAMPS (COAMPS Server)
» /h/data/globa/COWEB (Webserver)

Daily backups should be performed at the end of each day.

* Performlevel 9 incremental backups.

 Label 4 tapes for the COAMPS-OS” webserver and 8 (2 per day) for the COAMPS-OS”
computational server for the days of the week Monday through Thursday.

« Recycle the 4 tapes for the COAMPS-OS” webserver and 8 for the COAMPS-OS"
computational server each week, using thecommand: tar cv /tnp.

Weekly backups should be performed at the end of each week, on Friday.

* Performlevel 5 differential backups.

« Label 24 tapes for the COAMPS-OS’ webserver and 48 for the COAMPS-OS
computational server according to the calendar date of the backup.

+ Recycle the 24 tapes for the COAMPS-OS~ webserver and 48 for the COAMPS-OS”
computationa server tapes every six months (24 weeks).

Monthly backups should be performed on the last day of each month.

e Perform level 0 complete backups.

« Label 3 tapes for the COAMPS-OS’ webserver and 6 for the COAMPS-OS”
computational server according to the calendar date of the backup.

« Recycle the 3 tapes for the COAMPS-OS~ webserver and 6 for the COAMPS-OS”
computational server every three months (12 weeks).

Table6-1. TapeAllocation for COAMPS-OS” Backup Strategy

Timeframe Number of Tapes Recycle Tape
Daily 12 every week
Weekly 72 every 24 weeks
Monthly 9 every 12 weeks
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6.2 COAMPS-OS" Biweekly System Administration Tasks

COAMPS-0S” includes software applications dedicated to running COAMPS”, producing
graphical products, maintaining an observational and NOGAPS database, and distributing
COAMPS” output fields to TEDS. The following tasks should be performed every two weeks to
ensure that COAMPS-OS applications are running properly.

6.2.1 Check COAMPS-OS" project disk usage

Each COAMPS" forecast produces a large number output files. The output files may occupy a
significant amount of disk space. To examine the amount of disk space used by individual
projects, change directories to /h/data/loca/COAMPS/nodes/coamps/COAMPS.  Type the
following command:

du —sk *

Thedu —sk command lists the approximate number of kilobytes of disk space contained within
each of the subdirectories located in /h/data/local/ COAMPS/nodes/coamps/COAMPSY.  If a
project is occupying too much disk space and the output files are no longer needed, the user may
remove the project by typing:

rm-—rf <project nane>

The output files from a project may also be removed using the COAMPS-OS” GUI. Refer to the
COAMPS-0S” User's Manual, referenced in Section 2, for more details describing the
procedures to remove project data files using the COAMPS-0OS" GUI.

6.2.2 Check COAMPS-OS” Log Directories and Files

Each COAMPS"” analysis and forecast produces log files containing information describing the
state of the analysis/forecast. If COAMPS” is executing properly, log files should be produced
with each executed COAMPS” analysis and COAMPS" forecast. Thelog files are located in:

/ h/ dat a/ gl obal / COAMPS/ nodes/ coanps/ COAMPS/ <pr oj ect nane>/| og/

Table 6-2 contains a brief description of files located in the log directory. Many filesinclude a
datetime group, indicated by asterisks (*), within the filename.
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Table 6-2. Contentsof the L og Directory

coda.ice_obs,
oda.ssh_obs,

coda.sst_obs,
coda.xbt_obs

Binary files; contain observation locations/types used by CODA for
ice (ice), sea surface height (ssh), sea surface temperature (sst), and
bathythermographs (xbt).

fort.98, fort.99

ASCI! files; contains temporary information written by COAMPS”

<project name>*nl

ASCII file; contains namelist information for the COAMPS" analysis
and forecast executables

ocard* nl ASCII file; includes all output selections for a COAM PS- forecast

outw* ASCII file; contains vertical velocity information at each timestep.

rlog*a ASCI! file; contains output produced by the COAMPS™ analysis
executable. The output includes information for gridded data and
observational fields ingested by the analysis.

rlog*m ASCII file; contains output produced by the COAMPS" forecast
executable. The output includes information for each timestep of a
model forecast.

rlog*s ASCI! file; contains output produced by the COAMPS-OS™ run_model
script. Therun_model script executes both the COAMPS™ analysis
and forecast.

rlog*vis ASCI! file; contains output produced by the COAMPS-OS” analysis
and observation plotting routines.

time*a ASCII file; contains timing information from the COAMPS” analysis
executable.

time*m ASCII file; contains timing information from the COAMPS- forecast
executable

Xgetgg_arg ASCII file; temporary file used when reading topography files

Occasionaly, a COAMPS" analysis or forecast may terminate improperly and produce a file
called “core’ in the log directory. The core file may occupy a lot of space and should be
removed from the log directory. The log files listed in Table 6-2 are most useful when
attempting to troubleshoot problems with the COAMPS” analysis/forecast.

6.2.3 Graphical Products”

Each COAMPS” forecast should update the COAMPS” Forecasts webpage with new output
products. Output products are accessible from the links displayed within the forecast matrix.
Table 6-3 lists the default graphical products available from the COAM PS-OS~ Homepage.
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Table 6-3 Default graphical products of COAMPS-OS for all grids

General Plots

Heights/Relative Vort/Winds at 500mb

RH/Heights/Winds at 850mb

RH/Heights/Winds at 925mb

Sea Lev Pres/1000-500mb Thickness/Sfc Temp

Sea Lev Press/Air Temp/Winds at 10m

Accum Precip since tau 0

Wind Speed Colored Streamlines at 10m

Analysis Products

Albedo

Boundary Layer Height

Ground Wetness

Latent Heat Flux

Sensible Heat Flux

Ice Concentration

Ice Concentration Climate

Sea Level Pressure

Snow Depth

SST Climate

Sea Surface Temperature

Terrain Height

Surface Roughness

Observations

Aircraft Report (acar)

Aircraft Report (aire)

Aircraft Report (amda)

Pibals

NOGAPS Pseudo-Obs

Upper Air

Satellite Temp

Satellite Vapor

Satellite Winds

Surface Report (sfcm)

Surface Report (sfcp)

SSMI

Missing observational plots indicates that the observations were not available to COAMPS”.

COAMPS” is capable of running without observations.
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7  The COAMPS-OS"” Remote Monitor (RM)

The Remote Monitor (RM) is a powerful tool for troubleshooting. The RM serves as a prime
reference for information regarding the status of COAMPS-OS”. A system administrator may
use the RM to track down and eliminate problems including data availability, connectivity, data
flow, disk usage, and hardware.

The RM must be configured properly to make status information and data flow details available
allowing the system administrator to prevent problems and make timely corrections. End-to-end
data flow is the key to operational success. The following sections are intended to provide
operational reference material concerning RM functionality. Operational experience and
consistent use of the RM are required to maintain arobust COAMPS-0OS” system.

A system administrator may troubleshoot the COAMPS-OS” software using the web-based RM.
The RM is accessible from a link on the COAMPS-OS~ Homepage. An example of the main
RM pageis shown in Figure 1. The two main areas include status information for the COAMPS-
OS” webserver and computational server. The table on the left provides links to status
information regarding COAMPS-OS” running on a COAMPS” computational server called
“cavu’. The component processes are grids, observations, NOGAPS, forecast, Nowcast, and
product generation. The right table provides information regarding the COAMPS-OS”
webserver running on a webserver caled “gimantis’. Gimantis system status and webserver
statistics may be accessed from the GUI buttons.

The RM provides periodic (five-minute) status reports for each component of COAMPS-0S”.
Each button shows the status of a component of the COAMPS-OS” system. A user may click on
alink to access more details regarding a specific status report.
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Section 7.9 —IANPSN |Ed.it Conﬁgl
more information. Use Process links for multi-users, Reporting on links take you directly to problem area

Application and Hardware
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Section 7.3 ——» Available
| | Areletle

Section 7.4 ——— | [ |
Section 7.5 ——» | IGEA | Noweast
Section 7.6 ——» ‘ “”Pmducts ‘

Section 7.7 ——» -I‘ sﬁ sendmai#From WEBSERVER
atus

Forecast [2001121000#coamps Monterey

Monitor Ver: 2.02
COAMPSOS Adwimistraior

& == [Document: Done

Figure 1. Main Remote Monitor page, accessible from the COAMPS-OS" Homepage. The
status of each processisdescribed in the sectionsthat follow.

Status is reflected in the colors and text within the status column. For normal operations, the
status will be OK (green), RUN (blue), or DONE (green). In cases where a problem has
occurred, the button will reflect the problem by color as well as text, such as MISSING, or
ERROR. Additional details concerning the problem will appear as alink in the column labeled
Reporting On.

Each item in the Process column will be described below. Status buttons are interpreted by their
color.

! Observations received from TEDS

= Model completed

Pt Modé is currently running

—_— Missing gridded data (not available)
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System error

COAMPS-OS" process has failed

Unable to provide areport

il

A report for status was late

The following pages include a description of each component monitored by the RM. Detailed
troubleshooting information is provided in sections indicated with:

A COAMPS-0OS"” Administrator A
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7.1 Gridsfrom TEDS Status Page

Current NOGAPS grids must be available for COAMPS-OS” to run. A cron job (daemon) is
scheduled to execute every twelve hours to extract and format NOGAPS data from the Tactical
Environmental Database Server (TEDS). The formatted fields are written to files to provide the
first guess fields and boundary conditions for each COAMPS"” model run. Without the

NOGAPS files, a COAMPS" forecast cannot be run. Figure 2 shows the Grids from TEDS
Status page.

#¥: operational Monterey, GA Missing Grids Status - Netscape iy | =] |i|
Fle Edt Mew Go Commuricator Help
4« @ A B/ 2 wW =S & O m
Back Forard  Feload Home  Search  MNetscape  Print Security Shop Siop
|
Operational Monterey, CA Missing Grids Status
|COAMPS-0S [Monitor [Missing Grids Status |
Log: /d/data/global/ COAMPS/TEDS/1og/COAMPS teds MISSING.log
MISS]NGI Reported: Wed Jan 2 20:07:41 2002 (Z)
Current Time: 200201220:7 Z
2002010200
tau 1Z: Sea Sfc Ht Correction Sea Sftoc — NO DATA
tau 60: Vap Pressure 10.00 mb — NO DATA
tau 60: Wind U-Comp 10 {m) — WO DATA
2002010112
tau 12: Sea Sfc Ht Correction sSea sfo — NO DATL
tau 60: Wapor Pressure 10.00 mb — NO DATL
tan AN Wind TT-Comn 1N imi — WO TATAL j
[ == Document: Done =T N A

Figure 2. Example of RM page with gridsretrieval status. The filename and full path of
the log file are given at the top of the page. Reporting and current times are displayed
above the status information. Some gridded fields were interpolated using nearby data

(green). Missing data was reported because no near by data was available for interpolation
(yellow).

Each NOGAPS basetime is shown as a ten character integer using the convention:
YYYYMMDDTT. YYYY represents a four-digit year. MM represents the two-digit month.
DD represents the two-digit day. TT represents the two-digit hour/basetime (2).

YYYYMMDDTT
2002010200
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In Figure 2, 2002010200 represents the basetime for 00Z on January 2, 2002. Lines beginning
with the word, “tau”, indicate the forecast time referenced by the report.

“TAU:” “PARAMETER NAME” “LEVEL” — “STATUS’
tau 12: Sea 5fc Ht Correction sea sfo — NO DATA

Lines highlighted in yellow indicate missing fields. Lines highlighted in green indicate levels
that were successfully interpolated using data from existing, adjacent NOGAPS levels.

A COAMPS-0OS" Administrator A

Check the page for excessive reports of NO DATA. If a single datetime group has more than
two fields missing for a single tau (forecast hour), the administrator should check that periodic
network interruptions are not disrupting the transfer of data. If the number of missing fields
exceeds ten for asingle tau, the administrator should contact the data provider to troubleshoot the
problem.

Tau, Parameter Name, Level, and Data Status are listed for each time (Figure 2). An entry for a
parameter at a tau indicates a potential problem. INTERPOLATED indicates that the field was
initially missing but created by interpolating between the two adjacent levels.
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7.2 Observationsfrom TEDS Status Page

Observational fields are extracted and formatted from TEDS every hour (controlled by cron jobs)
for use by the COAMPS” andysis. The cron jobs run 30 minutes after each hour. The
COAMPS” analysis is capable of executing without observations; however, observational data
may significantly improve the representation of the base weather conditions used to initialize a
forecast. The TEDS observation retrieval log is displayed in Figure 3.

7 Operational Monterey, CA Observations Extracted from DATABASE - Netscape = | O |i|

Fle Edit View Go Communicator Help

Operational Monterey, CA Observations Extracted from DATABASE i’

|COAMPS-0S [Monitor [Observations Status |

Log: /d/data/global/COAMPS/TEDS/log/COAMPS_teds OBS.log

ml Reported: Mon Dec 10 02:47:15 2001 (7)
Cwrrent Time: Mon Dec 10 03:10:47 2001 (Z)

Hon Dec 10 0Z:47:15 GMT 2001 done.

QC output can be found in Sdfdata/local/COANPS/ohs/adp2001121000
Mon Dec 10 0Z:40:00 GMT zZ001:

Mon Dec 10 01:54:27 GHMT 2001 done.

QC output can be found in fdifdata/local/COLNPS/obs/adp2001121000
Finished: HMon Dec 10 01:53:52 2001

SUCCE3S3: Found 4 35T1 passes

After S5T1 Retriewval: Mon Dec 10 01:53:52 2001

Before S8T1 Retriewval: Mon Dec 10 01:53:25 2001

WARNING: Found 0O TOVS passes

After TOVS Retrieval: Mon Dec 10 01:53:25 2001

Eefore TOVS Retrieval: Mon Dec 10 01:53:25 2001

SUCCESS: Found 21 35MI Passes

After 33MI Retriewval: Mon Dec 10 01:53:23 Z001

Before SSMI Retriewval: Mon Dec 10 01:48:22 2001

SUCCESS: Found 23 Track Winds Passes

After TRACK WINDS Retrieval: Mon Dec 10 01:45:19 2001

Fefnre TRACK WTNDS Refriewval: Mon Dec 10 N1:4/:45 2001 .:J

I == | [Bocument: Done S el | 4

Figure 3. Example of RM page with observations retrieval status. The filename and full
path of the log file are given at the top of the page. The OK status indicates that the
observation extraction was successful. The log file also shows that QC was successful (first
5 lines of log), TOVS were unavailable (indicated by WARNING), and SSMI retrieval was
successful (indicated by SUCCESS).

A COAMPS-0OS" Administrator A

The sample screen in Figue 3 shows the location of the log,
/d/data/global/ COAMPS/TEDS/log/COAMPS _teds OBS.log. The OK status and reporting time
are displayed followed by contents of the log at the current time. Note the WARNING
indicating that no TOV S passes were found.
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A “WARNING: Found O ... Observations (or Passes)’” message in the log file indicates that no
data records were found in the TEDS database for a particular data type. The data flow into the
database should be verified for a data type reporting O observations. If nho WARNING or
SUCCESS messages are reported for any data type (i.e. only the initial and final date/time
printed), the data retreival is experiencing problems. Excessive reports of WARNING aso
indicate problems. Possible causes for excessive WARNING messages include problems with
the INFORMI X connect configuration or problems with directory permissions.
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7.3 Available NOGAPS Status Page

The available NOGAPS status page displays a list of datetime groups available to execute a
COAMPS analysis/forecast.

#¢ aperational Monterey, CA Available NOGAPS Status - Netscape oy |EI |_>_<J
Fle Edt Wew Go Communicator Help
« @ A H 2 @ @ & L
Back Farward  Relosad Harne Search  Netscape Prirt Secutity Shop Siop

-

Operational Monterey, CA Available NOGAPS Status

|COAMPS 08 [Monitor /Available NOGAPS Status |16 Levels 21 Levels |

Report: generated by running
dICOAMPS/bin/COAMPS md_getStartDTG.tcl local/lCOAMPS/nogaps 16 -info on cavu

E Reported: Wed Jan 2 20:13:04 2002 (Z)

|COAMPS Run Available 16 Levels NOGAPS (Base and Taus)

| 2002010100 (2001123112 12 18 24 30 36 42 48 54 60)

| 2002010106 (2001123112 18 24 30 36 42 48 54 60)

| 2002010112 (2002010100 12 18 24 30 36 42 48 54 60) (2001123112 24 30 36 42 48 54 60)
| 2002010118 (2002010100 18 24 30 36 42 48 54 60)

| 2002010200 |(2002010112 12 18 24 30 36 42 48 54 60) (2002010100 24 30 36 42 48 54 60)
| 2002010206 (2002010112 18 24 30 36 42 48 54 60)

| 2002010212 (2002010200 12 18 24 30 36 42 48 54 60) (2002010112 24 30 36 42 48 54 60)
| 2002010218 (2002010200 18 24 30 36 42 48 54 60)

| 2002010300 (2002010200 24 30 36 42 48 54 60)

Missing Parameter Info

T RN RO

Figure 4. Example of RM page with NOGAPS status. The command for generating the
report is given at the top of the page. For each basetime shown under COAMPS Run, isa
list of the available taus.

The example shown in Figure 4 indicates that a COAMPS" forecast with a basetime of 00Z, 01
January 2002,

'COAMPS Run |
| 2002010100 |

may be run using the NOGAPS 12, 18, 24, 30, 36, 42, 48, 54, and 60 hour forecasts from the
basetime of 127, 31 December 2001,

‘Availahle 16 Levels NOGAPS (Base and Taus)
i(2001123112 12 18 24 30 36 42 48 54 60)
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The section labeled Missing Parameter Info contains diagnostic messages used by COAMPS-
0S” developers to troubleshoot errors with the Available NOGAPS table. The message
indicates datetime groups that were removed from the table and the reason for the removal. In
general, the local COAMPS-OS” administrator will not need to review the Missing Parameter
Info section.

A COAMPS-OS" Administrator A

The Available NOGAPS status page should show at least four available datetime groups under
the column with the heading of COAMPS Run. If fewer than four datetime groups are shown,
the administrator should consult the Grids from TEDS page to determine whether the proper
grids have been downloaded to the COAMPS" server from TEDS. The administrator should
also check that the NOGAPS directory is writeable by the COAMPS_USER, and files within
the NOGAPS directory are owned by the COAMPS_USER indicated in the COAMPS-OS"
configuration file. The Grids from TEDS page should also be consulted if the available datetime
groups are not updated on adaily basis.
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7.4 Forecast Status Page

Multiple authenticated users may be permitted to start a COAMPS” forecast. RM distinguishes
the forecast status among multiple users using a drop-down menu. The menu appears as the
mouse is moved over the Forecast link (Figure 5). Noteif only one authenticated user exists, the
menu will not appear. A COAMPS-OS™ Administrator may select a user from the drop-down
menu to view the forecast status for the user.

=10l x|

L operational Monterey, CA COAMPS-0S Monitor - Netscape
Fle Edit View Go Communicator Help

| & what's Related I

Operational Monterey, CA COAMPS-OS Monitor

[COAMPS 08 [Edit Cunﬁgl
Click hyperlinks within tables for more information. Use Process links for multi-users, Eeporting on links take you directly to problem area.

\ COAMPS/cavu | WEBSERVER/gimantis
‘ Status | Process | Reporting on | Status | Process |Reporl:ing on
Grids -I gimantis |sendmail#From’
MISSING I from  2001120912#Wind T Missing Status |[COANPS
TEDS Web
Ohbs from “I Server
EI TEDS Statistics
Available
=

g

coamps
N
\m| Biods

Forecast !2001 121000#co amp s Monterey

i

£ |sendmajl#Prom: WEESERVEE.
Status |

I

Monitor Ver: 2.02
COAMPEOS Admimistraior

S 0 o B A | g

Clsa
Figure5. Example of RM page with forecast status. The example showstwo userswho are
currently running COAMPS-OS” projects, “coamps’ and “userl”. When the mouse

arrow is hovered over the Forecast link, the multi-user drop-down menu appears. Simply
click on the appropriate user nameto view the desired report.

[Document: Done

After selecting the forecast status link, the webpage is updated with the forecast status for each
COAMPS-OS” project. A sample Forecast Status Page is shown in Figure 5. If the user clicks
either the button or datetime group, the webpage is updated with the summary file for the
datetime group. The example shown in Figure 5 summarizes the status for the current projects:
“Bering_Sea’, “Monterey”, and “RED2". The status level of each forecast is summarized
below:

! A COAMPS-OS" analysis and/or forecast has successfully completed
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A COAMPS-OS” analysis or forecast has terminated abnormally.

N

A COAMPS-OS" forecast is currently running

% Operational Monterey, CA Forecasts by Project for User: coamps - Netscape 2 |EI |i|

Fle Edit View Go Communicator Help

7| w# Bookmerks & Location:fyy mil/AMOS-hin/COWER_run_cgi.sh?COWEB_select_page cgis.CHOICE-forecasth USER-coamps |« | @ What's Related [

Operational Monterey, CA Forecasts by Project for User: coamps

|CDAB£PS—0S |Mun.itor |Forecast Status |Scure I

Bering Sea Monterey RED2
‘m”mmlmsu ‘ RUN I‘zoommuo ‘m”mmlﬂsou

‘mnzoonmsu ‘ml!momogu ‘m”molmsooo
‘m”monm‘m ‘mnmoumﬁwo ‘_I!zoomslsu
‘ mnzoommsos
‘ mnmnmslsnn

Mosmitor Ver: 2.02
COAMPSOS Adpnmistrator

[ ER=] [Document: Cone e N @R @ A | 4

Figure 6. Forecast status for each project by user “coamps’. The example shows three
projects, “Bering_Sea”, “Monterey”, and “RED2”. A summary file for a specific datetime
group will appear when a datetime group or status button is selected.

A COAMPS-0S" Administrator A

The COAMPS-OS™ system administrator should consult the log files for datetime groups that
crash. The COAMPS-OS” system administrator may consult the log files or timestep plot to
determine the timestep where the forecast is currently executing. The RUN status indicates that
the analysis, forecast, or visualization is currently running.

In afew cases, a datetime group may indicate a RUN status athough the model is not running.
The situation occurs when the run script has been terminated abnormally. For example, if the
COAMPS” computational server is rebooted as the model is running, the log file does not update
with the proper run status athough the model has stopped. Asaresult, RM sees the |last state of
the run log. Eventualy, the RUN status will disappear as the log file is automatically purged

24 22 August 2002



COAMPS-0S” System Administrator’s Manual, Version 1.5

(removed) from the system.
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741 Summary File

#7 Operational Monterey, GA User: coamps, Project: Monterey, Run: 2001121800 Log - N o |EI 2
File Edt ¥iew Go Communicator Help
2 »© A X » @ =S & 3 E
Bac Forward.  Reload Home Search  MNetscape Pririt Secutity Shop St

Operational Monterey, CA User: coamps, Project: Monterey, Run:
2001121800 Log

lCDABfIPS—DS !Mun.itor iForecast Status iSwre Logs I

|Summgx IAnalzsisa 50 MB iFurecast<. 329 MB |Time Step Flot |Ohs Used |Vis. Log !Dcard<. 25MB NameList<- 30 KB

LOG: /d/data/global/COAMPSmodes/coamps/COAMPS/Monterey/log/rlog2001121800.s

Last 6 lines of this file:
130: /d/data/global/COAMPS/nodes/coamps/COAMPS/ Monterey/log/outw2001121808

131:
/d/data/global/COAMPS/nodes/coamps/COANMPS /Monterey/log/tseral 2001121808.0000000

132:
/d/data/global/COAMPS/nodes/coamps/COANMPS Monterey/log/tsera22001121808.0000000

133:
/d/data/global/COAMPS/nodes/coamps/COAMPS /Monterey/log/tsera32001121808.0000000

135: Time: Tue Dec 18 09:44:46 GMT 2001

R R R R R T R T R Ay R R IR A IR IR R R NIRRT SRR IR TR TR NI}

Full Log File:

e " [Docliment; Done

Figure 7. Example of RM page with project summary information. The green shading
highlights a successful termination of the model run.

Figure 7 shows the summary file for a forecast project caled “Monterey”. The location of the
summary fileisindicated by the filename shown next to the “LOG:” reference.

LOG: /d/data/global/COANPS/modes/coamps/COANMPS Monterey/log/rlog2001121300.s

The row of links shown near the top of the Forecast Status Page allows a user to navigate among
multiple log files produced by the model and model pre/post processes.

|Summg_'f |Analxsis<:- 50 MB |Fnrecast<:- 329 MB |Ti.me Step Plot |'Dbs Used |Vis. Log |Dcard<- 25 MB |Namel.ist<:- 30 KB

The model Analysis and Forecast logs may be accessed from the links shown in Figure 7. The
links indicate the log file size in megabytes (MB). The Time Step Plot shows a graphical
depiction of the model’s run time versus actual time. The link is described in more detail in the
next section.

The Obs Used button provides a table display indicating the types and number of observations
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used by the anaysis. The Vis. Log button provides a general summary of al visualization
processes. The Ocard (output) and model Namelist files may aso be accessed from the buttons
shown in Figure 7.
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7.4.2 Time Step Plot

A graphical depiction of the amount of real time required by the COAMPS” forecast model to
complete each forecast hour (tau) is shown in the RM Time Step Plot. Figure 8 shows an
example of aTime Step Plot.

% Operational Monterey, CA User: coamps, Project: Monterey, Run: 2001121800 timestep Log = -} = |EI >
Ele Edit “ew Go Communicator Help

I

Run Completed in 217.9 mins.

Current Rate = 9.08 min/tan , Avg. Rate = 8.89 min/tau

Clock Time ws Forecast Time

8.89% (%)
Sltmpdourrent _run_24981 . dat”,
200 1 FER R b T m e

150

100 -

Clock Time tminutes)

50 4

T T T T
0 ] 10 13 20
Forecast Taus thours)

Last Data Pair
TAU = 24 hrs., MIN = 217.92 mins.

La'l

Elmal [DocLimertt: Dore Sl % 4P B9 N2

Figure 8. Example of a time step plot, showing the model run rate in minutes per forecast
tau. Theexampleindicatesthat therun completed in 217.9 minutes.

The green line indicates the run time of the selected datetime group for the selected project. The
red line represents the average run time for all datetime groups for the selected project. If the
green line is BELOW the red line, the COAMPS” forecast for the selected datetime group is
FASTER than the average time. If the green line is ABOVE the red line, the COAMPS"
forecast for the selected datetime group is SLOWER than the average time. The amount of time
required for the model to complete each forecast hour (tau) is also shown numerically above the

Time Step Plot.
Run Completed in 217.9 mins.

Current Rate = 9.08 min/tau , Avg. Rate = 8.89 min/tau
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A COAMPS-0OS" Administrator A

The COAMPS-OS~ Administrator must recognize that many factors may influence the required
time to complete a forecast. Some factors include grid spacing, number of grid points, number
of grids, and system load. In general, reducing the number of grid points, number of grids, and
system load will help the forecast model run faster. Increasing the grid spacing may aso

increase the speed of a COAMPS” forecast.
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7.4.3 ScoreFiles

RM archives the completion rate of each COAMPS"” forecast and Nowcast. The information is
available from the Select Scor e File link highlighted in yellow in Figure 9.

- operational Monterey, CA Select Score File - Netscape iy |_EI |i|

Fle Edit Mew Go Communicator Help

1w Bookmarks & Locafion:{un_cgi sh?COWEB_selact_page.cgid. CHOICE=select_score& TYPE=forecastéUSER=coamps vl'@'What'SRE@Bd m

Operational Monterey, CA Select Score File

|COA_M:PS—DS |Mor|itor iForecast Status |Sele|:t Score File |

Select Score File:
12001 forecasts score.rpt

12001 nowcasts score.rpt

[ == | [Document: Done

Figure9. Example of score page, with linksto Nowcast and forecast score reports.

The user may select alink (Figure 9) to view the forecast score report or Nowcast score report.

Select Score File:
IZUUI forecasts score.rpt

IZUUI nowcasts score.rpt

The score reports include a completion status for all datetime groups run for al projects. The
score reports are described in the next section.
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7.4.4 Forecast Score Report

Figure 10 shows an example of the forecast score report page.

7 operational Monterey, CA Display Scores - Netscape - |0 |L|
Fle Edit W¥ew Go Communicator Help
Bering_Sea 3/3 100.0% MMonterey 17/19 89.5% RED2 4/5 80.0%
2001110612 2001120012 2001103012
e || ey | |
2001110512 2001120900 2001103000
o | | ey | |
2001110400 2001120812 2001081512 ]
EI (12 hrs in 86 min.) EI (24 hrs in 188 min)) ! (22 hrs in 336 min)
EE 2001120800 s 2001081506
_I (24 hrs in 184 min) _I (24 hrs in 227 min)
EEE 2001120712 EEE 2001081500
_I (24 hrs in 276 min) _I (24 hrs in 232 min)
m 2001120700
_I (24 hrs in 225 min)
m 2001120612
_I (24 Trs in 284 min)
EEE 2001120600
_I (24 hrs in 300 min) Ll
T == | [Document: Dore

Figure 10. Example of score page, showing status for all project datetime groups. A score
of 100% indicatesall runsfor a project were successful.

The completion rate for each project is shown beside each project name (Figure 10). The
completion rate represents the fraction of successful forecasts from the total number of forecasts.
The amount of time required for each forecast to complete is shown for each datetime group

below the completion rate.
Monterey 6/6 100.0%

I 2001121800
_I (24 hrs in 217 min)

HERE] 2001121712
_I (24 hrs in 211 min)

A COAMPS-0OS" Administrator A

Multiple CRASH labels and low completion rates indicate a problem with the system. Check
that all available NOGAPS data is available for the model to run the desired forecast duration.
Frequent fluctuations in the completion time may indicate unusualy high system loads. Ensure
that forecasts do not overlap or execute concurrently with other CPU intensive processes.
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7.5 Nowcast Status Page

COAMPS-OS is capable of running an hourly analysis using previous COAMPS™ forecast
fields as the first-guess, background fields. The hourly analysis is called the COAMPS-OS"
Nowcast and can be enabled from the COAMPS-OS” GUI. The status of the most recent
COAMPS-0S” Nowecast is shown in the RM Nowcast Status Page (Figure 11). The status
levels are summarized below:

A COAMPS-OS" Nowcast has successfully completed
A COAMPS-0OS" Nowcast has terminated abnormally.

||§ ||

A COAMPS-OS" Nowcast is currently running.

7 Operational Monterey, CA Nowcasts by Project for User: coamps - Netscape = |EI |£|

Ele Edit Mew Go Communicator Help

4w Bookmarks & Location:[B_run_cgisn7COWEE_select_page.cqis CHOICE=nowcastaUSER=coamps&MACHINE=COAMPS |+ | @B What's Felated IS

Operational Monterey, CA Nowcasts by Project for User: coamps

|CDAIV]PS—DS IMon.itor |Nowc ast Status |Scure I

Monterey

‘ MI ‘2001121003 |

Menitor Ver: 2.02
COAMPSIOS Administrator

el

& == [Document: Done S S a0 E 2

Figure 11. Example of Nowcast page, showing status of Nowcasts by project and datetime
group.

A COAMPS-0OS" Administrator A

In cases where the Nowcast crashes, the administrator may consult the log files by clicking the
status button or datetime group.

The COAMPS-0S” Nowcast depends upon a previous COAMPS” forecast. If the COAMPS-
forecast does not complete with a valid forecast at the Nowcast interval, the Nowcast will crash.
Running the Nowcast may also slow the down the forecast model if the Nowcast and forecast are
executing concurrently.
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% operational Monterey, CA User: coamps, Project: Monterey, Run: 2001 121003 Log - Nets o |i|

Ele Edit W¥ew Go Communicator Help

% ¥ Bookmarks & Location:] page.cgit.CHOICE=run_log&PROJ=Montereyd DTG=20011210034 TYPE=nowcastiUSER=coamps v | 4117 What's Related ﬂ

Operational Monterey, CA User: coamps, Project: Monterey, Run:
2001121003 Log

|CDA:M:PS—DS |Mnnitnr [Nowcast Status |Run iSI:I]I‘E Logs |

!Summg_[ |Nuwcast !Obs Used iVis. Log |D|:ard<. 25 MB ‘NameLista 30 KB |

LOG: /d/data/global/COANMPS/modes/coamps/COAMPS/Monterey/log/rlog2001121003.n

T T I IR R N R N R IR R R R R R RN SRR TR IR NIRRT R TRTRTA

Last 6 lines of this file:
134: /d/data/global/COAMPS/nodes/coamps/COAMPS/Monterey/log/outw2001121002

135:
/d/data/global/COAMPS/nodes/coamps/COAMPS/ Monterey/log/tseral2001121002.0000000

136:
/d/data/global/COAMPS/modes/coamps/COAMPS/ Monterey/log/tsera22001121002.0000000

137:
/d/data/global/COANMPS/modes/coamps/COAMPS/ Monterey/log/tsera32001121002.0000000

139: Time: Mon Dec 10 03:48:55 GMT 2001

L b L Y P G L

Full Log File:
=l

LAETE SRS PN BESSENEPRES B P
& =0=| Document: Done S s @B @ N | g

Figure 12. Example of a Nowcast summary page. The green shading highlights a
successful termination of the Nowcast run.

A COAMPS-0OS" Administrator A

Troubleshooting a Nowcast crash may be a difficult undertaking for a COAMPS-OS”
administrator. In general, the administrator should ensure the following:

« A COAMPS forecast is available at the Nowcast interval.
* No network problems are present.

If neither of these two items are causing the crash, the administrator should contact NRL or
another qualified COAMPS-OS" support group.
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7.6 Product Status Page

A COAMPS-OS” product status page is available for each user running a COAMPS-OS-
analysis or forecast. The product status page is accessed by hovering the mouse cursor over the
Products link and selecting the appropriate user from a drop-down menu. Note if only one
authenticated user exists, the menu will not appear. An example of the drop-down menu is
shown in Figure 13.

¥ Operational Monterey, GA COAMPS-08 Monitor - Netscape |0 %
Ele Edit Mew Go Communicator Help

i ¥ 3 a4 2 @ s & 8 @
Baek Forward  FReload Haome Search Metscape Print Security Shop SO

1w Bookmarks A Location:[kttp://gimantis.nmm nimey. ey, milAMOS-hin/COWEE_run_cgi.sh?COWEE_manitor.ogi ¥ | @& What's Related
Ev_‘_élnstantMessa'gé E webhail Calendar Fiadio People Y_EIIUWPageS Download 5 Channels

-

Operational Monterey, CA COAMPS-OS Monitor =

[COAMPS-0S [Edit Cunﬁgl
Click hyperlinks within tables for more information. Use Process links for multi-users, Reporting on links take you directly to problem area.

| COAMPS/cavu | WEBSERVER/gimantis
| Status | Process | Reporting on | Status | Process |Reporl:ing on
Grids gimantis |sendmai#From:
'ml rom. [ 2001121800#Pressure sea -I S [
TEDs  [RHssing = ———
e Web
Obs from “I Server
EI TEDS Statistics
Available
_—

‘ ml Nowcast

‘ RN IFurecast !2001121812#coamgs:Monterev

‘4

-I 2L [ igerd |-‘rom- WEBSERVER —
Status T

e [Document: Cone

Products |

Figure 13. Example of selecting the RM products status according to user. The example
shows two users who are currently running COAMPS-OS” projects, “coamps’ and
“userl”. When the mouse arrow is hovered over the Products link, the multi-user drop-
down menu appears. Simply click on the appropriate user nameto view the desired report.

After selecting the appropriate user from the drop-down menu, the RM will display the
COAMPS” charts log page described in the next section.

A COAMPS-0S" Administrator A
The COAMPS-OS” Administrator should only need to access the products page if a WARN,
FAIL, or ERROR status is shown.
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7.6.1 Project Product Logs

#< Operational Monterey, CA COAMPS Product Logs for User: COAMPS - Netscape
File Edit ¥iew Go Communicator Help

7w Bookmarks & Location:[OWEB_run_cgish7COWEE._select_page.cqid CHOICE =producta USER=coamps aMACHINE=COAMPS | +| @07 What's Related B

Operational Monterey, CA COAMPS Product Logs for User: COAMPS

|COAMPS-0S [Monitor [COAMPS Visualization [COAMPS Charts [NOGAPS Charts [IPVS Chartsl

Example Lambert Lecc DI SH In 12h Lec PM NH 3n 24h18h12h

[Vars [GrADS Va.rsI [Vars [GrADS Vars | [Vars [GrADS Vars |

‘ -I 1999083112 | ‘ -I 2002030318 ‘ -I
‘ -”2002030305

2002020500 |

Montierey ONE_pw Pol NN NH In 12h
[Vars [GrADS Vars | [Vars [GrADS Vars | [Vars [GrADS Vars

‘ -I 2002030400 ‘ -I 2002011606 ‘ -I 2002030400
‘ -I‘zoozososu ‘ -”2002011506 ‘ -”2002030312
‘ -I‘momsosoo ‘ -”2002030300

Monitor Ver: 2.02
COAMPS-OS™ Administrator

[ == [Documert: Done El % 2P B 2

Figure 14. Example of RM product status page for COAMPS” IPVS Charts, showing the
status of visualization productsfor each project and datetime group.

From the COAMPS” Charts page, select an area and datetime group to view the desired log file.
A summary of the log will be shown in the browser. The Summary view allows the user to
determine if any problems have occurred (e.g. GrADS scripts aborted, errors from visualization
scripts, €tc.).

A COAMPS-0OS" Administrator A

If the user finds that some of the plots are not being created, or the meteograms are being plotted
without desired variables, view the log file that is displayed by clicking Details. Search for
lines, highlighted in red, which describe missing data/variable names. The lines are often found
at the bottom of the log file. Note that the detailed log file is very large and may require some
time to load into the browser.

From the product status page (Figure 14), click on the IPVS Charts button to view the status for
IPVS CHARTS products. An example of the IPVS CHARTS RM page is shown in Figure 15.
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ﬁOperatiunal Monterey. CA IPVS Chart Logs for User: COAMPS - Netscape =1 |
File Edit Y¥Yiew Go Communicator Help

7w Bookmarks & Location:[_run_cgish?COWEE_select_page ogid CHOICE-product& USER-coampsa TYPE-ipvs_charteaPROJ- | +| @& What's Related B

Operational Monterey, CA IPVS Chart Logs for User: COAMPS

|COAMPS-0S [Monitor [COAMPS Visualization [COAMPS Charts [NOGAPS Charts [TPVS Chansl

Example Lambert Lece DL SH In 12h Lec PM NH 3n 24h18h12h

‘ wssmcl‘msossm | ‘ -”2002030318 ‘ mssmc”zoozozosoo |
‘ -”2002030306

Monterey ONE_pw Pol NN NH 1In 12h
‘-I‘zoozmmoo ‘ mssmc”zoozollsos ‘ -”2002030400

‘ -I ‘2002030312 ‘ -I ‘2002030312

Manitor Ver: 2,02
COAMPS-OS Admnistrator

[ [~ [Document: Done

Figure 15. IPVS CHARTS product status page. The links on this page allow the user to
view log files according to project and datetime group.

Below are some common causes for RM reporting status levels on the IPVS CHARTS pre-
defined products.

|porw |

ages were made successfully

3

WARN

A non-critical exception has occurred. For example, grid information has changed.

L__|

An operating system error has occurred. For example, UX:cp: indicates a problem with the
cp command.
* Nosuchfile or directory is available for the product.

Examples of FAIL reportsinclude:
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Could not create $areaconfidfile.
$areaconfigfile does not exist.
The plots did not compl ete.
Unable to open $ile.

$info_file does not exist.

Data not available from directory.
Improper argument list.

COAMPS ipvs _neg.pl error.
NOGAPS plots did not compl ete.

I

Failure to complete may be due to a script error.

Below are some common causes for RM reporting status levels on the IPVS CHARTS user-
defined products.

i

mages were made successfully

WARN

A non-critical exception has occurred. For example, a requested display setting has been
overridden or ignored. No corrective action is required.

B

EF I

Images not made. Check log file to determine reason. For example, no user-defined charts were
created for the project.

I

Model failed, grid data are bad, system resources were exceeded, system permissions are
inappropriate, or an IPVS_CHARTS control script has failed.

I

Error occurred in a script.

A\ COAMPS-0S" Administrator A\
Below are recommended actions for each status level for the IPVS_CHARTS reports.

l@l

No action required

mRoR

Correct system or process errors.  Correct system permissions.
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—
Correct model problems. Correct system permissions. Check system resources. Notify NRL
and report errors.

s

Notify NRL and send log files with reported errors
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7.7 Machine Status Page

The COAMPS-OS” machine status page summarizes the state of each machine used by
COAMPS-0S” software.

¥ Operational Monterey, CA COAMPS Status - Netscape — |0 x
Fle Edt Wew Go Communicator Help
e« 2 A B 2 @@ S & B
Back Famyard  Reload Home Search  MNetscape Print Security Shop Stop
w " Bookmarks A Location: [OWER_run_cgi sh?COWEE_select_page coif CHOICE =machine & USER=coamps BMACHINE=COAMPS |+ | @I" What's Related
E'_E_.ﬁ_-lnstantMessa'gé Wakbbiail Calendar Radio Faople Yellow Pages Download (4 Channels

Operational Monterey, CA COAMPS Status

-~

|COAMPS-0S Monitor [System Status |

ml Uptime & Load: (Reported: Tue Dec 18 20:35:03 2001 (Z))

18:35pm up 4 day(s), 23:20, 13 users, load average: 1.07, 1.15, 1.22 |

WARN I Disk Usage in 1024K Blocks: (Reported. Tue Dec 18 20:35:01 2001 {Z)

‘ Filesystem | khytes | used | avail !capacity | Mounted on

Idevidsk/c00d0S0 770943 60121 [656856 9%

Fdevtdsk/c0t0d0s5 13099287 [823894  [2213408 28%  lwer

‘J’proc |0 |U |O ‘0% |fproc

£ 0 0 B 0%  |fdewiid

mnttab 0 0 o 0% Jetofmnttab

Fdewsdskic0n0d0s3 11018191 210523 (746577 2% fvar

swap 12149456 |32 2149424 1% |esin

— Erre o T T =
| == | Diocument: Done 4

Figure 16. Example of the machine status page.

The machine status page reports on the items listed in Table 8-1. The RM allows the user to
customi ze the reporting thresholds and email notifications. Section 8.9 provides further detail on
editing the RM configuration.
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Table 8-1. Default Threshold Valuesfor Machine Status Reports

Report Command Threshold
Crontab crontab -| Error if no crontab
Disk Usagein 1024K Blocks | df -k 86% (Warning)
96% (Critical)
httpd grep httpd or Error if grep or head
head "http:// <COWEB_IP> : $port | commandsfail
Mail ['usr ['bi n/ nai | Print 6 most recent
messages
Ping ['usr/ sbin/ pi ng 30% packet loss (Critical)
Sendmail tel net <IP_ADDRESS> 25 Error if sendmail fails
TEDS Free Space onstat -d 20% (Warning)
10% (Critical)
Uptime & Load ['usr/bi n/uptime 10 (Warning)
18 (Critical)
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7.8 Statistics Status Page

L Access Statistics for COAMPS-08 - Netscape o, |EI |i[
Fle Edt Mew GO Commuricator Help
« »® A 4 2 B @ & &
Back Fopvard  Reload Horme Search MNetscape Prirt Security Shop SO
{ w# Bookmarks A& Location: fhip;/gimantis.nmm.nrmey nawy: milfBMOS_htm/stats/stats.htm v | &1 What's Related
E'_E_é_lnstantlvlessage Wekkdail Calendar Radio Feople Yellow Pages Download (4 Channels

FY
|COAMPS-0S [Monitor [Statistics Status |Archived Stats | :I

Access Statistics for COAMPS-0OS

Statistics updated every 30 minutes, click your browser's "Refresh” button to ingure viewing current numbers.
Last updated: Tue, 18 Dec 2001 20:00:07 (GMT +0000)

Total Transfers by Request Date

Total Transfers by Request Hour

Total Transfers by Client Domain

Total Transfers by Reversed Subdomain
Total Transfers by URL/Archive Section

Totals for Summary Period: Dec 18 2001 to Dec 18 2001

Eequests Receiwved During Summary Period 3028

Bytes Transmitted During Summary Period 37363248

Average Fequests Received Dailly 3028

Average Bytes Transmitted Daily 37363248

<] |
| == | Diocument: Done

Figure 17. Example of COAMPS-OS” webserver statistics page. The information linked
through this pageisupdated every 30 minutes.

The statistics page is generated by parsing the webserver access log.  The statistics page
represents a cumulative record of the requests received by the webserver throughout the day.
Previous daily summaries are available by clicking on the Archived Stats button.

The following subsections are included on the webserver statistics page:

Total Transfers by: Request Date, Request Hour, Client Domain, Reversed Subdomain, and
URL/Archive Section.

Typically, the last group will have a large number of requests for “/COWEB _run_cgi.sh”. The
reguests are generated internally by the RM and do not represent requests by outside users.

A COAMPS-0OS" Administrator A

The webserver statistics page is only available for systems using the Apache webserver. If
Apache is not used for the COAMPS-OS" webserver, the statistics page will not be viewable.
The dtatistics page requires the correct settings of the ACCESS LOG and ERROR_LOG
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variables in the COAMPS _config.sh file. The variables should be set to the Apache access |og
and error_log files.
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79 COAMPS-OS"” Remote Monitor Configuration Page

- Monitor Config Edit Form - Netscape = |EI i
File Edt ¥iew Go Communicator Help

I

Monitor Configuration Form

|COAMPS. OS [Monitor [Edit Config Status |

Use this form to edit the /d/data/global/COWEB/pub/cgi-bin/RM/lib/COWEB_User Config.pm file which controls the
behavior of the COAMPS-0S Monitor.

|Tum email notification of status changes On or Off

[EMAIL_NOTIFICATION (& OnC Off

iDo you want to only receive emails of Errors, Crashes, Warns, or Crits? If so, then set ONLY TF ERRORS to yes. It not, the
Monitor will send emails for every status change, ie status changes to WAIT, to RUN to OK, to DONE.
INOTIFY_ONLY_IF_ERRORS & YCN

[The level at which status changes should be reported. The Monitor will send email reports starting at this level and those mo
‘serious, default is NO RPT (10), listed in order of increasing seriousness.

NOTIFY LEVEL [No_RPT =]

|The email addresses of persons to contact if status changes occur. Separate multiple addresses by commas.

!Send Monitor software error messages to:

kent@nrlmry. navy.mil

NOTIFY_OF MONITOR _ERRORS

Kl

¢
[ == [Document: Done

Figure 18. Example of RM configuration page, accessed by clicking Edit Config Status
button.

The RM configuration page is invoked by clicking the Edit Config button at the top of the main
RM page. The configuration form allows the user to significantly modify the behavior of the
RM. Therefore, the page is password protected! Using the configuration page, the system
administrator has control over which emails are sent and to whom the emails are sent.

Multiple email addresses may be entered into the NOTIFY_OF sections with each address
separated by a comma.

NOTIFY_LEVEL controls the threshold status for email notification. A high status threshold
(Crit) means that few email notices will be sent, meaning email notifications will only be sent
when there are critical issues (unsuccessful processes). A low status threshold (OK) will
generate an abundance of email because emails will be sent for processes that are successful and
unsuccessful. The default, NO_RPT, is areasonable level for typicadl COAMPS-OS™ usage.

NOTIFY_OF MONITOR_ERRORS should include email addresses for individuals who wish
to receive notification of internal RM error messages (i.e., “Can’t open file.”).
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The remaining three types of email notification pertain to DATABASE (if applicable to the
COAMPS-0S” system), COAMPS”, and MACHINE. The DATABASE messages report
status of data retrieval and management processes. COAMPS”~ messages refer to the execution
of the model and product generation. MACHINE messages include load, usage, ping, etc. for
the COAMPS-OS~ machines. The email notifications can be turned off individually by setting
the appropriate PAGE button to “N”.

The last configurable items beginning with:
RUN_COWEB_WEBSERVER_REPORTS ON_SELF

allow the system administrator to selectively disable components of the RM program. The
capability was added to facilitate performance testing of the model. The

RUN_COWEB_WEBSERVER_REPORTS ON_SELF should be set to “Y” for the RM to
function in anormal operational mode.
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8

Changing System I dentity

Section 8 describes the procedures required to change the IP address, hostname, and domain
name information in COAMPS-OS”. Section 6.2 should only be performed after the COAMPS”
and/or COWEB machines have changed the IP address, hostnames, or domain names.

8.1

1.
2.

8.2

=

New | P address

Identify the new IP address
As user coamps, edit the /h/data/global/COAMPS/ICOAMPS _config.sh file:
a If the COAMPS server has changed IP address, modify the value for the variable,
COAMPS _IP.
COAMPS_IP="new IP address’

b. If the webserver has changed ip address, modify the vaue for the variable,
COWEB_IP.
COWEB_IP="new IP address’

Close and save the COAMPS_config.shfile.

New hosthame/domain name

Identify the new hostname and/or domain name
As user coamps, edit /h/data/globa/ COAMPS/COAMPS config.shfile:
a If the COAMPS" computational server’s hostname has changed, modify the value
for the variable, COAMPS_MACHINE.
COAMPS_MACHINE="new hostname’

b. If the webserver's hostname has changed, modify the value for the variable,
COWEB_MACHINE
COWEB_MACHINE="new hostname”

c. If the COAMPS” computational server's domain name has changed, modify the
value for the variable, COAMPS_DOMAIN.
COAMPS_DOMAIN="new domain name”

d. If the webserver's domain name has changed, modify the value for the variable,
COWEB_DOMAIN.
COWEB_DOMAIN="new domain name”

3. Close and save the COAMPS _config.sh file.
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9 Installing and Configuring the COAMPS-OS” Webser ver

Section 10 contains instructions for installing and configuring the Apache webserver. The
Apache webserver is the default webserver delivered with the COAMPS-OS COTS Software.

9.1 ApacheWebserver
9.1.1 Apache Software Installation

1 Open aweb browser and enter the URL: www.apache.org.
2. Find the latest, stable version of “Apache Server” software (click on the link on
the left-hand side). Use the most current stable version.

Download the file apache]version_number].tar.gz to /h/COTS/APACHE.

In a UNIX shell window, logged in as root, change directories to
/hWCOTS/APACHE.

Typegunzi p -c apache[versi on_nunber].tar. gz.

Typetar -xvf apache[version_nunber].tar.

Change directories to apache[version_number].

View INSTALL file to familiarize with the installation instructions.

Be sure that the .cshrc file has the path set to the new version of Perl.
0. Type ./configure -prefix=/h/COTS/ APACHE to configure the

compilation environment.

11. Typemake.

> w

R ©O©oNO O

9.1.2 ApacheAliases

This section describes modifications required in the configuration file for the Apache webserver,
httpd.conf.

1. Change directory to: / h/ COTS/ APACHE/ conf .
2. (Optional) Edit the httpd.conf file, making the following changes:
e Docunent Root “/h/datal gl obal / CONEB/ pub/ htm /” (This will
display the file index.html found in that directory.)
e <Directory “/h/datalgl obal / CONEB/ pub/ htm /">
e AllowOverride None (This will prevent users from specifying access
control.)
3. Change the user and group to web and web:
e User ww
e G oup www

4, Modify the server administrator's email address:
 Server Adm n user nane@yst enmane. com
5. Modify the server name:
» ServerNane servernane.com
6. Search for the string “Alias” and add the following lines to that section:

« Alias /COAMPS htni/
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“/ h/ dat a/ gl obal / CONEB/ pub/ htm /”

e Alias /RM htm/ “/ h/ dat a/ gl obal / CONEB/ pub/ cgi -
bin/RM htm /”
7. Below that section, cut and paste a“Directory” segment:
» <Directory “/h/datal/gl obal / CONEB/ pub/ htm /">
e <Directory “/ h/ dat a/ gl obal / CONEB/ pub/ cgi -
bin/RMhtm /7>
8. Search for the string “ScriptAlias’ and add the following lines the “ScriptAlias’
section:

e ScriptAlias / COAMPS- bi n/
“/ h/ dat a/ gl obal / CONEB/ pub/ cgi - bi n/”

e ScriptAlias /RT-bin/
“/ h/ dat a/ gl obal / CONEB/ pub/ cgi - bi n/ RT/ cgi -bin/”

e ScriptAlias /RMbin/ */h/datal/gl obal/ CONEB/ pub/ cgi -
bi n/ RM cgi - bin/”

0. Below the “ ScriptAlias’ section, add the “Directory” segments:
e <Directory "/h/datal/gl obal / COANEB/ pub/ cgi -bin/">
e <Directory "/h/datalgl obal / CONEB/ pub/ cgi - bi n/ RT/ cgi -

bin/”>
» <Directory "/h/datal/gl obal / CONEB/ pub/ cgi - bi n/ RM cgi -
bin/">
10. Change directory to: / h/ COTS/ APACHE/ bi n.
11. Start the webserver by typing . / apachect| start.
12. If the webserver does not start, there will be output statements that describe the

steps to take for troubleshooting. (This may involve typing ./ apachect|
configtest.)

9.1.3 Apache Password Protection

Section 10.1.3 describes the steps to password protect server-side files. Only users with the
appropriate username and password will be allowed access to password protected services.
COAMPS-0OS password protection files are written and owned by user www. Modifications to
thefiles should be performed as user www.

1. COAMPS-OS requires four users and passwords to access web-based applications
and services. The applications/services and default usernames are shown in Table 1.

Username Application/Service
coamps COAMPS-0OS GUI, Station GUI, IPVS-Charts, VissD, RM
configuration link, COAMPS-OS Help Manuals
jit_admin HPAC/VLSTrack GUI’s
db_Admin WMO Observation GUI
projects COAMPS-OS projectsthat end in “_pw”

Table 1. COAMPS-OS Default Usernames for Web-based Applications/Services
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2.

COAMPS-OS installation scripts will automatically create the users and password

protection files required for the software. For reference, the commands may be run
manually following the directions below:

Log in as user www and type:

[ h/ COTS/ APACHE/ bi n/ ht passwd -c
/ h/ COTS/ APACHE/ conf/ COAMPSOS _pwd coanps.

Y ou will be prompted twice to enter a password for “coamps’. A filewill be
created called, /W/COTSAPACHE/conf/COAMPSOS _pwd. Thefilewill contain
the username and encrypted password to authenticate users attempting to access
password protected services from the webserver. Similarly, the other three users
and password protection files are created using the following commands:

/ h/ COTS/ APACHE/ bi n/ ht passwd -c¢
[ h/ COTS/ APACHE/ conf/JIT_pwd jit_adm n.

/ h/ COTS/ APACHE/ bi n/ ht passwd -c¢
/ h/ COTS/ APACHE/ conf/ DB _pwd db_adm n.

/ h/ COTS/ APACHE/ bi n/ ht passwd -c
/ h/ COTS/ APACHE/ conf / PROJECTS pwd proj ect.

To add users or change passwords in the“_pwd” files, run the following

command as user Wwwi:

/ h/ COTS/ APACHE/ bi n/ ht passwd
/ h/ COTS/ APACHE/ conf/[fi |l enane] [usernane]

where:
[filename] is either COAMPSOS pwd, JT_pwd, DB_pwd, or PROJECTS pwd.
[username] is the name of the user to add or modify.

The webserver does NOT need to be restarted when users or password files are
modified.

3. COAMPS-OS ingtallation scripts will automatically configure the proper files to be
password protected in the Apache configuration file. For reference, the instructions to
configure the filenames and pathes are shown below:

Open: ../ apache/ conf/ httpd. conf.

Require a password for al files beginning with “COWEB_pp_” by adding the
following entry as the last lines of the httpd.conf file:

<Fi | esMat ch CONEB_pp_*>
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Aut hName " COAMPS- CS"
Aut hType Basic
Aut hUser Fi | e [ pat h] / COAMPSOS_pwd
requi re valid-user
</ Fi | esivat ch>

* Reguire a password for files associated with HPAC and VLSTrack applications
by adding the following entry to the end of the httpd.conf file:

<FilesMatch ".*CONEB_jit_(HPAC| VLSTRACK) .* .*\.htm ">
Aut hName " HPAC/ VLSTrack User"
Aut hType Basic
Aut hUser Fil e / h/ COTS/ APACHE/ conf/JI T_pwd
require valid-user
</ Fi | esivat ch>

* Require a password for files associated with the Observation Reader application
by adding the following entry to the end of the httpd.conf file:

<Fi | esMat ch COANEB_dm CbsReader Dec_App. tcl >
Aut hNane "Dat abase Adm ni strator™
Aut hType Basi c
Aut hUser Fi | e / h/ COTS/ APACHE/ conf/ DB_pwd
requi re valid-user

</ Fi | esiat ch>

* Require apassword for projects ending in “_pw” by adding the following entry to
the end of the httpd.conf file:

<Directory ~ "_pw'>
Aut hType Basi c
Aut hNane " COAMPS Prot ected Projects”
Aut hUser Fi | e / h/ COTS/ APACHE/ conf/ PROJECTS pwd
Options | ndexes MiltiViews
Al'l owOverri de None
Order all ow, deny
Al'low from all
require valid-user

</Directory>

4. The Apache webserver is automatically started during the installation of COAMPS-
OS. To restart the server and apply any changes to the httpd.conf file, log into the
webserver as user root and type:

/ h/ COTS/ APACHE/ bi n/ apachect| restart.
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10 Error Recovery Guidelines

The COAMPS-OS’ Remote Monitor may be consulted by the system administrator to
troubleshoot any errors or problems with the software.
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11 Notes

11.1 Glossary of Acronyms

BUFR Binary Universal Format (WMO data)

COAMPS” Coupled Ocean/Atmosphere M esoscal e Prediction System
COAMPS-0OS’ COAMPS - On Scene

CODA COAMPS" Ocean Data Assimilation

DIMM Dual Inline Memory Module

DNS Domain Name System

FNMOC Fleet Numerical Meteorology and Oceanography Center
GMT Greenwich Mean Time

GRIB Gridded Binary format (WMO data)

IDS Informix Dynamic Server

IP Internet Protocol

IPVS Integrated Portable Visualization System

LAN Local Area Network

MV Ol Multi-Variate Optimum Interpolation

NFS Network File System

NIPRNET Non-secure Internet Protocol Routing Network
NOGAPS Navy Operational Global Atmospheric Prediction System
NRL Nava Research Laboratory

0S Operating System

SCS Small Computer System Interface

SGI Silicon Graphics Incorporated
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SIPRNET Secure Internet Protocol Routing Network
TEDS Tactical Environmental Data Server
WMO World Meteorological Organization
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Appendix A -- General System Administration Tasks Worksheet

The table below is provided to assist the system administrator to keep a record of general system

administration tasks. When printed and completed, the table may be used to troubleshoot
problems that may arise.
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DATE: SYSTEM ADMINISTRATOR:
Description Action Output
Check network ping <system>
connection.
Check for network netstat -i
errors. netstat -r

nfsstat

nslookup <system in local domain>
nslookup <system outside domain>

Check print queues.

Ipstat -t

Check mail queues.

sendmail -bp

Check for bounced
mail errors, cron
errors and other
system problems.

Check root mail.

Mail

Record utilization of
directory for
incoming mail.

Is-I /var/mail

Record utilization of
directory for
outgoing mail.

Is-I /var/spool/mqgueue

Check daemons.

ps -€f | grep sendmail
ps-ef | grep in.named
ps -€f | grep cron
ps-ef | grep Ipd

ps -€ef | grep inetd

Check available
space for disk
filesystems.

df -k

Verify all
filesystems mounted
in the “du -k”
listing.

letc/fstab

Check last log.
Record userslogin
addresses and last
system boot.

Check system logs.

more /usr/adm/messages

Check uptime and
load.

uptime

Check processtable.
Record number of
jobs, long-running
jobs and jobs taking
up unreasonable
amounts of system
resources.

ps -ef

Check active
Processes.

top -n

Check who islogged
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in to the system.
Record length of
login, number of
users, and lengthy
idle time.

Check records for
date of last monthly
backup.

Reboot the system.

reboot
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Appendix B -- COAMPS-OS’ Systen Administration Tasks
Wor ksheet

The table below is provided to assist the system administrator in keeping record of system

administration tasks for COAMPS-OS~. When printed and completed, the table may be used to
troubleshoot problems that may arise.
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DATE: SYSTEM ADMINISTRATOR:
Description Action Output
Check COAMPS” /h/data/global/COWEB/pub/html /temp/*

log files. [tmpr*

<COAMPS DATA_DIR>/loca/COAMPS/
nodes/user1/v5d/*

/d/data/global/COAM PS/nodes/user/COA
MPS/*/log/*

Clean-up old files.

Check project run
times.

Check graphics
pages.

Check links.

Check webserver.

ps -€f | grep httpd

Record file space (in
MB) alocated to a
single directory.

du -sk /h/data/global/ COAMPS/*
du -sk /h/data/global/ COWEB/*
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Appendix C -- Sample COAMPS-OS" Configuration File

< /h/data/global/ COAMPS/COAMPS_config.sh >
ACCESS LOG="/ opt/ apache/ | ogs/ access_| og"
export ACCESS LOG

Bl N_URL="RM bi n"
export BI N_URL

COAMPS_ADM N="cook@r !l nry. navy. m|"
export COAMPS_ADM N

COAMPS_Cd Bl N=" COAMPS- bi n"
export COAMPS_Cd BIN

COAMPS_DATA_DI R="/h/ dat a"
export COAMPS_DATA DI R

COAMPS_DOVAI N="nr |l nry. navy. m | "
export COAMPS_DOVAI N

COAMPS_GROUP="web"
export COAMPS_ GROUP

COAMPS_HOVE="/ h/ COAMPS"
export COAMPS_ HOVE

COAMPS_HTM_=" COAMPS_ht m "
export COAMPS HTM.

COAMPS_| P="199. 9. 2. 76"
export COAMPS | P

COAVPS_VACHI NE=" cavu"
export COAMPS_NMACHI NE

COAMPS_SI TE="Mont er ey, CA"
export COAMPS_SI TE

COAMPS_USER="coanps"
export COAMPS_USER

CONEB_DATA DI R="/ h/ dat a"
export COWNEB_DATA DI R

CONEB_DOVAI N="nmm nr |l nry. navy. m | "
export COWAEB_DOVAI N

CONEB_GROUP="web"
export COWEB_GROUP

CONEB_HOVE="/ h/ CONEB"
export COWNEB_ HOVE

CONEB | P="199.9. 0. 101"
export COWNEB | P
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CONEB_IMACHI NE="gi mant i s"
export COANEB_MACHI NE

CONEB_USER="coweb"
export COWNEB_USER

DATA DI R="/ h/ dat a"
export DATA DR

DM _DB_HOST="st or nf
export DM DB _HOST

DM _SUBCENTER | D="10"
export DM SUBCENTER I D

ERROR _LOG="/ opt/ apache/ | ogs/ error _I| og"
export ERROR_LOG

HTM__URL="RM ht m "
export HTM._URL

I NFORM XDl R="/ opt /i nf or m x"
export | NFORM XDI R

| NFORM XSERVER="onl i ne_coe"
export | NFORM XSERVER

JAVA VME"/ h/ COTS/ JAVA2/ bi n/j ava"
export JAVA VM

JAVA40_CS="/ h/ COE/ Conp/ WEBBr 4090/ | i b/ j aval cl asses/j ava40. j

export JAVA40_CS

LD_LI BRARY_PATH="/ h/ COAMPS/ dat a/ SUNI i b/ "
export LD LI BRARY_ PATH

OPHR="12"
export OPHR

OS_COAMPS="SsOL"
export OS_COAMPS

OS_COWEB="SsCL"
export OS_CONEB

PARALLEL="3"
export PARALLEL

PERL_CS="/ h/ COE/ Conp/ PERL/ bi n/ perl 5. 6. 0"
export PERL_CS

PERL_W5="/ h/ COE/ Conp/ PERL/ bi n/ perl 5. 6. 0"
export PERL_WS

RT_BI N="RT- bi n"
export RT_BIN
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SAVE_DTG="no"
export SAVE DTG

SAVE_NUM=" 3"
export SAVE_NUM

SSH="/usr/ contri b/ bi n/ ssh"
export SSH

TCLSH_CS="/ h/ COTS/ TCLTK/ bi n/ tcl sh"
export TCLSH CS

TCLSH _WB="/ h/ COTS/ TCLTK/ bi n/ t cl sh"
export TCLSH W5

TEDS_FI NAL_TAU=" 60"
export TEDS FI NAL_TAU

TEDS | NI TI AL_TAU="12"
export TEDS_ | NI TI AL_TAU

TEDS NUM LEVELS="21"
export TEDS NUM LEVELS

TEDS_TAU_I NCREMENT="6"
export TEDS_TAU_| NCREMENT

VEB_GROUP="web"
export WEB_CGROUP

VEB_USER="web"
export WEB_ USER

VEBBr ="/ h/ COTS/ VEBBr / bi n/ net scape"
export WEBBr

VWEBSERVER="gi manti s. nnm nrl nry. navy. m|"
export WEBSERVER

W SH83="/ h/ COTS/ TCLTK/ bi n/ wi sh8. 3"
export W SH33
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